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“Just when we thought that the neural machine translation systems dating from 2016 were the main instance 

of automation we had to grapple with, the application of large language models (LLMs) to automated text 

generation […] from late 2022 has brought automated language processes to a new level, not just in 

translating but also in revising and adapting texts to user-specified receptor profiles. The challenge now is to 

predict the consequences for long-term translator employment and thereby to adapt our training to a new 

professional environment.” (Ayvazyan/Torres-Simón/Pym 2024:122)

“There is little doubt that AI reconfigures the distribution of intelligence, labour and power between humans 

and machines, and thus new kinds of capabilities are needed […].” (Markauskaite et al. 2022:2)

Prelude



 General-Purpose Artificial Intelligence (GPAI):
“[M]achines designed to perform a wide range of intelligent tasks, think abstractly and adapt to new situations.” 

(European Parliamentary Research Service 2023:1)

Multimodal Large Language Models
Examples of general-purpose artificial intelligence systems

(https://openai.com/index/hello-gpt-4o/)

https://openai.com/index/hello-gpt-4o/


Multimodal Large Language Models
Potential scope of application of MM-LLMs in the language industry

(Krüger submitted for publication)



“[A]t least in the foreseeable future, it seems appropriate to think about the increasing use of technology as being frequently

accompanied by an upskilling of translators, which is reflected in the need for translators to receive specific postgraduate 

training and education.” (Olohan 2017:277–278)

Multimodal Large Language Models
Potential impact on human competences: Deskilling vs. Upskilling

(Sandrini 2022:51)



 ‚modern‘ interpretations of the term literacy:
“The initial technical notions of literacy as the ability to use the alphabet have been replaced with the functional notions of 

literacy as the ability to use technical skills to pursue personal goals and function within society.” (Markauskaite et al. 2022:2)

 digital literacies proposed since the invention of the computer: 

computing literacy, information literacy, media literacy, data literacy, etc. (cf. Markauskaite et al. 2022:2)

 artificial intelligence literacy:
“[A] set of competencies that enables individuals to critically evaluate AI technologies; communicate and collaborate effectively 

with AI; and use AI as a tool online, at home, and in the workplace.” (Long/Magerko 2020:1)

Artificial intelligence literacy
General information and definition



“[T]he full range of MT-related competences professional translators (and other language professionals) may require in order to 

participate successfully in the various phases of the MT-assisted professional translation process” (Krüger 2022:249)

Precursors/Components of language industry-specific AI literacy
Professional MT literacy

(Krüger 2022:250)



“[T]he ability to collect, manage, evaluate, and apply data, in a critical manner” (Ridsdale et al. 2015:11)

Precursors/Components of language industry-specific AI literacy
Data literacy

(Krüger 2022:264)



Precursors/Components of language industry-specific AI literacy
Didactic operationalisation of MT literacy and data literacy: DataLitMT

(https://itmk.github.io/The-DataLitMT-Project, 
Hackenbuchner/Krüger 2023)

https://itmk.github.io/The-DataLitMT-Project


MT literacy, data literacy and AI literacy
Interfaces

(Krüger 2024:14)



MT literacy, data literacy and AI literacy
Upcoming IEEE standard on data and AI literacy



AI literacy framework for T&I and specialised communication
Reduced version of the full framework

(Krüger 2024:15)

expanded version of the framework

https://ilu.th-koeln.de/ilias.php?baseClass=ilrepositorygui&cmd=sendfile&ref_id=430668


AI literacy framework for T&I and specialised communication
Dimension 1: Technical foundations

(Krüger 2024:16)



AI literacy framework for T&I and specialised communication
Dimension 1: Technical foundations → human empowerment in AI-assisted workflows

“Increased opacity […] is a particular cause for concern for humans required to work with contemporary MT 
systems because it can limit their ability to intervene in translation workflows, thus undermining agendas of 
translator empowerment […].” (Kenny 2019:438)

(Vaswani et al. 2017:3)



AI literacy framework for T&I and specialised communication
Dimension 2: Domain-specific performance

(Krüger 2024:17)



AI literacy framework for T&I and specialised communication
Dimension 2: Domain-specific performance → Determining scope of capabilities/task-specific performance level

Affordances of GPAI technologies are opaque



AI literacy framework for T&I and specialised communication
Dimension 2: Domain-specific performance → Identifying human added-value

(Karpathy 2023)

Thinking, fast and slow (Kahneman 2011)

“[GPT-4] relies on a local and greedy process of generating the next word, without any global or deep understanding of the 
task or the output. Thus, the model is good at producing fluent and coherent texts, but has limitations with regards to solving 
complex or creative problems which cannot be approached in a sequential manner.” (Bubeck et al. 2023:80)

→ but see OpenAI o1

https://openai.com/index/learning-to-reason-with-llms/


AI literacy framework for T&I and specialised communication
Dimension 3: Interaction

(Krüger 2024:18)



AI literacy framework for T&I and specialised communication
Dimension 3: Interaction → LLM prompting as an expert competence

(Zamfirescu-Pereira et al. 2023)

“Ultimately, our probe participants explored prompt designs opportunistically, not systematically […]. Expectations 
stemming from human-to-human instructional experiences, and a tendency to over-generalize, were barriers to 
effective prompt design.” (Zamfirescu-Pereira et al. 2023:1)



AI literacy framework for T&I and specialised communication
Dimension 3: Interaction → LLM prompting as an expert competence

(https://platform.openai.com/doc
s/guides/prompt-engineering)

(White et al. 2023: A Prompt Pattern Catalog to
Enhance Prompt Engineering with ChatGPT)

https://platform.openai.com/docs/guides/prompt-engineering
https://arxiv.org/pdf/2302.11382


Commercial break
Translating Europe Workshop on “Generative Artificial Intelligence in Translation and Specialised Communication”

Registration: https://ec.europa.eu/eusurvey/runner/GenerativeAIinTransandComm

https://ec.europa.eu/eusurvey/runner/GenerativeAIinTransandComm


AI literacy framework for T&I and specialised communication
Dimension 4: Implementation

(Krüger 2024:19)



AI literacy framework for T&I and specialised communication
Dimension 4: Implementation → Establishing an AI culture

(Salesforce 2023)



AI literacy framework for T&I and specialised communication
Dimension 5: Ethical/Societal aspects

(Krüger 2024:20)



AI literacy framework for T&I and specialised communication
Dimension 5: Ethical/Societal aspects → Social/Gender bias

(conversation with GPT-4o, 
12 September 2024)



Didactic operationalisation of domain-specific AI literacy
LT-LiDER: Language and Translation: Literacy in Digital Environments and Resources 

(http://lt-lider.eu/, 
Sanchéz Gijón et al. 2024)

http://lt-lider.eu/
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