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Prelude

“Just when we thought that the neural machine translation systems dating from 2016 were the main instance
of automation we had to grapple with, the application of large language models (LLMs) to automated text
generation [...] from late 2022 has brought automated language processes to a new level, not just in
translating but also in revising and adapting texts to user-specified receptor profiles. The challenge now is to
predict the consequences for long-term translator employment and thereby to adapt our training to a new

professional environment.” (Ayvazyan/Torres-Simén/Pym 2024:122)

“There is little doubt that Al reconfigures the distribution of intelligence, labour and power between humans

and machines, and thus new kinds of capabilities are needed [...].” (Markauskaite et al. 2022:2)
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Multimodal Large Language Models

Examples of general-purpose artificial intelligence systems

= General-Purpose Artificial Intelligence (GPAI):
‘[M]achines designed to perform a wide range of intelligent tasks, think abstractly and adapt to new situations.”

(European Parliamentary Research Service 2023:1)

May 13, 2024

Hello GPT-40

We're announcing GPT-40, our new flagship model that can reason
across audio, vision, and text in real time.

Contributions > Tryon ChatGPT A  Tryin Playground A Rewatch live demos >

GPT-40 (“0” for “omni”) is a step towards much more natural human-computer
interaction—it accepts as input any combination of text, audio, image, and video and
generates any combination of text, audio, and image outputs. It can respond to audio
inputs in as little as 232 milliseconds, with an average of 320 milliseconds, which is similar
to human response time in a conversation. It matches GPT-4 Turbo performance on text in
English and code, with significant improvement on text in non-English languages, while also
being much faster and 50% cheaper in the APl. GPT-40 is especially better at vision and
audio understanding compared to existing models.

(https://openai.com/index/hello-gpt-40/)
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https://openai.com/index/hello-gpt-4o/

Multimodal Large Language Models

Potential scope of application of MM-LLMs in the language industry
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(Kriiger submitted for publication)
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Multimodal Large Language Models

Potential impact on human competences: Deskilling vs. Upskilling

Translation Technology 2 |

CAT tools ;
Human Translators J Starting Point
-1 competence S :
Y . I" Translators without Technology

| .
elecironic databases, terminology I
management systems ; A :

' I Human Translators

P -2 competences
Human Translators % F X :
-3 competences > Increasing levels of
—— il Translation Technology
and competition

-

diminishing levels of
competence
o

information research,
machine translation

(Sandrini 2022:51)

“[A]t least in the foreseeable future, it seems appropriate to think about the increasing use of technology as being frequently
accompanied by an upskilling of translators, which is reflected in the need for translators to receive specific postgraduate
training and education.” (Olohan 2017:277-278)
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Artificial intelligence literacy

General information and definition

= modern’ interpretations of the term literacy:
“The initial technical notions of literacy as the ability to use the alphabet have been replaced with the functional notions of

literacy as the ability to use technical skills to pursue personal goals and function within society.” (Markauskaite et al. 2022:2)

= digital literacies proposed since the invention of the computer:

computing literacy, information literacy, media literacy, data literacy, etc. (cf. Markauskaite et al. 2022:2)

= artificial intelligence literacy:
“[A] set of competencies that enables individuals to critically evaluate Al technologies; communicate and collaborate effectively

with Al; and use Al as a tool online, at home, and in the workplace.” (Long/Magerko 2020:1)
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Precursors/Components of language industry-specific Al literacy

Professional MT literacy

“[T]he full range of MT-related competences professional translators (and other language professionals) may require in order to

participate successfully in the various phases of the MT-assisted professional translation process” (Kriger 2022:249)

Machine Translation Literacy

Professional

( 1 Technical MT Literacy ) ( 2 Linguistic MT Literacy ) ( 3 Economic MT Literacy ) ( 4 Societal MT Literacy ) ( 5 Cognitive MT Literacy )

1.1 Technical basics of MT

2.1 Pre-editing for MT

1.2 MT architecture extensions

2.2 MT post-editing

1.3 MT training pipelines

1.4 MT domain adaptation

2.3 MT quality expectations

2.4 Manual MT quality evaluation

1.5 Automatic MT quality
evaluation/estimation

2.5 Linguistic quality requirements
for MT training data

3.1 Effort estimation/
measurement in MTPE

3.2 Price calculation in MTPE

4.1 Ethical impact of MT

4.2 MT impact on perception/role
of translatars in society/industry

5.1 Cognitive load in MTPE

5.2 Text-receptive/productive
processes in HT vs. MTPE

3.3 Feasible productivity gains
in MTPE

4.3 Social biases in MT

3.4 Setting up/optimising
business processes for MT

1.6 MT integration into
translation workflows/systems

(Kriiger 2022:250)

3.5 Potential business risks
of MT

5.3 MT priming
P

Technology
Arts Sciences

TH Koln



Precursors/Components of language industry-specific Al literacy

Data literacy

“[T]he ability to collect, manage, evaluate, and apply data, in a critical manner” (Ridsdale et al. 2015:11)

DataLitMT
Framework

( 1 Data Context ) ( 2 Data Planning ) ( 3 Data Collection/Production ) C 4 Data Evaluation ) (5 Data Use )

1.1 Conceptual framework 2.1 Data requirement analysis 3.1 Data verification 4.1 Data analysis 5.1 Data communication
—
1.2 Critical thinking 2.2 Data strategy 3.2 Data acquisition 4.2 Data visualisation 5.2 Data-driven decision making
—
(DDDM)
1.3 Data ethics 2.3 Data curation/protection | 3.3 Data organisation/management 4.3 Data verbalisation
e -

5.3 Critical analysis
1.4 Data culture 2.4 |dentifying/Evaluating data sources 3.4 Data preparation 4.4 Data interpretation of DDDM/overall data project

(conversion/manipulation)

5.4 Data preservation

| 3.5 Data processing

5.5 Data sharing/reuse

3.6 Data creation
- - -

(Kriiger 2022:264)
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Precursors/Components of language industry-specific Al literacy

Didactic operationalisation of MT literacy and data literacy: DataLitMT

lﬂ’Scarch docs
L®

N

B Learning Resources

A Brief Introduction to Python
Programming

! Data Context for MT: Conceptual
Overview & Resources

& Data Ethics and MT

= Social Bias in MT

£ MT Training Data Preparation
'] Training an NMT Model

£ Terminology Integration into MT
Models

[ Automatic MT Quality Evaluation
= Pre- and Post-Editing

&) Machine Translationese & Post-
Editese

# » Learning Resources

Learning Resources

On this page, you can find the learning resources that we created as part of the DataLitMT project.
These learning resources cover different aspects of MT-specific data literacy as described in the
DataLitMT Project Competence Matrix. Based on the difficulty of these learning resources, we
classified them as either Basic Level or Advanced Level resources, as defined in the competence
matrix. The learning resources are provided in different formats (theoretical overviews, papers,
Jupyter notebooks or videos) and some resources include a combination of formats.

Note 1: If you click on one of the Jupyter notebook links below, you will be directed to the online
version of this notebook hosted in a Google Colab environment. You can run the notebook directly
in this Colab environment, provided you have a Google account. You can also download the
notebooks from Colab (no Google account required) or from our GitHub Repository and run them
on top of a local Python installation or in another online environment such as Kaggle. However, we
recommend that you run the notebooks in Google Colab as they were set up specifically to work in
a Colab environment. If you run them in another environment, you may have to install or update
several libraries which are already provided in Colab. In some notebooks, we also work with
external files and access these files through Google Drive. Handling these external files will also be
more complex if you run the notebooks outside of Colab.

If you run the notebooks in Google Colab, a copy of the notebooks will be saved in your Google
Drive folder. These copies will become your individual notebook versions; any changes you make to
these notebooks will be saved. Feel free to edit the notebooks as you see fit to adapt them to your
individual learning or teaching requirements. (Note: If you want to share these adapted notebooks,
you have to provide them under the same CC BY-SA 4.0 license as the original notebooks.) If you
are unhappy with the notebook changes, you can simply open the notebook links provided on this
page again and you will be referred to a copy of the original version. If you run the first code cell in

(https://itmk.github.io/The-DataLitMT-Project,
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MT literacy, data literacy and Al literacy

Interfaces

Interface:
Corpus-based MT

MT Literacy <« » Data Literacy

Interface:
Machine Learning

Interface:
Large Language Models

Al Literacy

(Kruger 2024:14)
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MT literacy, data literacy and Al literacy

Upcoming IEEE standard on data and Al literacy

STANDARDS
IEEE SA 72585 @ IEEE

Active PAR

P7015

Standard for Data and Artificial Intelligence (Al)

Literacy, Skills, and Readiness

Home > Projects > Standard for Data and Artificial Intelligence (Al) Literacy, Skills, and Readiness

To coordinate global data and Al literacy building efforts, this standard establishes an
operational framework and associated capabilities for designing policy interventions, tracking
their progress, and empirically evaluating their outcomes. The standard includes a common
set of definitions, language, and understanding of data and Al literacy, skills, and readiness.
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Al literacy framework for T&l and specialised communication

Reduced version of the full framework

Al Literacy for
Translation, Interpreting
and Specialised Communication

( 1 Technical foundations ) ( 2 Domain-specific performance ) ( 3 Interaction ) ( 4 Implementation ) ( 5 Ethical/Societal aspects )

(Kriiger 2024:15)

expanded version of the framework
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https://ilu.th-koeln.de/ilias.php?baseClass=ilrepositorygui&cmd=sendfile&ref_id=430668

Al literacy framework for T&l and specialised communication

Dimension 1: Technical foundations

( 1 Technical foundafions)

4 ( R h B

Operating principle Training Synthesis of Watermarking Al-generated content

] Al model and training data -
Artificial neural networks Training pipeline
| Transformer/Attention | Fine-tuning/Alignment
Embeddings Natural vs. synthetic training data
— L

(Krager 2024:16)
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Al literacy framework for T&l and specialised communication

Dimension 1: Technical foundations — human empowerment in Al-assisted workflows

( 1 Technical foundations)

Operating principle Output
Probabilities

Artificial neural networks

Transformer/Attention
————————)

L Embeddings

Add & Norm
Training Feed
Forward
Training pipeline
[ Add & Norm
Fine-tuning/Alignment Add & Norm Mult-Heod
Natural vs. synthetic training data Feed Attention
. Forward T 7 Nx
Synthesis of
Al model and training data N —_ Add & Norm
Watermarking Al-generated content L Add & Norm I\/‘Iaslked
Multi-Head Multi-Head
- Attention Attention
At 2 At 2
] J \. —
Positional & @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

(shifted right)

(Vaswani et al. 2017:3)

“Increased opacity [...] is a particular cause for concern for humans required to work with contemporary MT
systems because it can limit their ability to intervene in translation workflows, thus undermining agendas of
translator empowerment [...].” (Kenny 2019:438)
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Al literacy framework for T&l and specialised communication

Dimension 2: Domain-specific performance

( 2 Domain-specific performance )

( ( ( ) ) A

Scope of capabilities Task-specific performance level Identifying human added-value  Input/Output modalities Future potential Machine circularities

(Kriger 2024:17)

Technology
Arts Sciences

TH Koln



Al literacy framework for T&l and specialised communication

Dimension 2: Domain-specific performance — Determining scope of capabilities/task-specific performance level

( 2 Domain-specific performance )

Scope of capabilities

Task-specific performance level

Identifying human added-value

Input/Output modalities

[_‘
o
%
-

Sound

|

Images

|

Videos

|

Future potential
h—

Machine circularities
e —

Project
management
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Machine research \ ‘/
translation/interpreting /
\ O A7) Quality
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Autonomous /

text production
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\

Quality
evaluation

Quality Quality .

Y P =0, processing
optimisation: I optimisation: other modalities beyond text)
Pre-editing Post-editing

Quality
optimisation:
Automatic quality
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Affordances of GPAI technologies are opaque
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Al literacy framework for T&l and specialised communication

Dimension 2: Domain-specific performance — Identifying human added-value

( 2 Domain-specific performance )

Thinking, fast and slow (Kahneman 2011)

Task-specific performance level
Identifying human added-value
Input/Output modalities

Rationa
Sound Quick Automatic Complex

Images System 1 Thinking System 2 Thinking ' Decisions

AE

|

Videos

Little/ Mot
No Effort

‘5[

Future potential
h—

Machine circularities
e —

Efforiful
—

2+2= 17x24=
(Karpathy 2023)

“[GPT-4] relies on a local and greedy process of generating the next word, without any global or deep understanding of the
task or the output. Thus, the model is good at producing fluent and coherent texts, but has limitations with regards to solving
complex or creative problems which cannot be approached in a sequential manner.” (Bubeck et al. 2023:80)

— but see OpenAl o1 Technology
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https://openai.com/index/learning-to-reason-with-llms/

Al literacy framework for T&l and specialised communication

Dimension 3: Interaction

3 Interaction

( 4 4 1 h h

Modalities of interaction Al-specific pre-/post-editing Prompting Cognition level Action/Agency level
Written Iterative-dialogic Changes in text-receptive/ Human vs. machine vs. collaborative agency
P ———————————— .
-productive competences
Spoken Structured [~
) L (Prompt Engineering/Management) Cognitive effects within
L Other (Gazes/Gestures/...) hybrid human-Al-system

X Intelligence Augmentation

Reduction of cognitive effort

Creative impulses
- - - -

L Intelligence Impairment’

Stagnation
in competence develomment

Deskilling

Al priming
Adaptive expertise
e

Developing a
| (situated/dynamic) macro strategy

(Krager 2024:18)
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Al literacy framework for T&l and specialised communication

Dimension 3: Interaction — LLM prompting as an expert competence

3 Interaction

Modalities of interaction

Al-specific pre-/post-editing

Prompting

Iterative-dialogic

Why Johnny Can’t Prompt:

Structured
(Prompt Engineering/Management)

How Non-Al Experts Try (and Fail) to Design LLM Prompts
Acion/Agencyleve! J.D. Zamfirescu-Pereira Richmond Wong
zamfi@berkeley.edu rwong34@gatech.edu
- UC Berkeley Georgia Institute of Technology
Berkeley, CA, USA Atlanta, Georgia, USA
Bjoern Hartmann Qian Yang
bjoern@eecs.berkeley.edu gianyang@cornell.edu
UC Berkeley Cornell University
Berkeley, CA, USA Ithaca, NY, USA

(Zamfirescu-Pereira et al. 2023)

“Ultimately, our probe participants explored prompt designs opportunistically, not systematically [...]. Expectations
stemming from human-to-human instructional experiences, and a tendency to over-generalize, were barriers to
effective prompt design.” (Zamfirescu-Pereira et al. 2023:1)
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Al literacy framework for T&l and specialised communication

Dimension 3: Interaction — LLM prompting as an expert competence

3 Interaction

Modalities of interaction
Tactic 1:Include details in your query to get more relevant answers
[ Tactic 2 Ask the model to adapt a persana
[~
g : I"" Tactic 3: Use delimiters to clearly indicate distinct parts of the output
Strategy 1: Write clear instructions -

Al-specific pre-/post-editing

Tactic 4: Specify the steps required to complete atask

Prompting y
J Tactic 5: Provide examples

Tactic 6. Specify the desired length of the output

Iterative-dialogic / Tactic 1 Instructthe mode! to answer using a reference text
Strategy 2: Provide reference text -~

Tactic 2: Instruct the model to answer with citations from a reference text

Structured ___ —
Prompt Engineering/Management, il

( pt Eng 9/ g ) » Openal
“._Strategies and Tactics for Prompt Engineering __ Strategy 3: Split complex tasks into simpler subtasks | Tactic 2: For dialogus applications that require very long conversations, summarize or filter previous dialogue
Tactic 3: Summarize long documents piecewise and construct a full summary recursively

Tactic 1. Use intent classification to identify the most relevant instructions for a user query

Cognition level

.
Tactic 1 Instruct the model to work out its own solution before rushing to a conclusion

Action/Agency level

Strategy 4: Give the model time to “think™ .-" Tactic 2. Use inner monologue or a sequence of queries to hide the model's reasoning process

\_ Tactic 3: Askthe model if it missed anything on previous passes

Tactic 1 Use embedding-based search to implement efficient knowledge refrieval

Strategy 5: Use external tools Tactic 2. Use code execution to perform more accurate calculations or call external APls

(https://platform.openai.com/doc
s/quides/prompt-engineering)

Tactic 3: Give the model access to specific functions

Tactic 1: Evaluate model outputs with reference to gold-standard answers

Strategy 6: Test changes systematically

Prompt Pattern: Metalanguage Creation
-focuses on creating a custem language for the LLM to understand
- useful when the default input language is ill-suited for expressing ideas the user wants to convey to the LLM

1) Input Semantics
- deals with how an LLM understands the input and how it translates the inputinto something it can use to
generate output
/ Prompt Pattern: Output Automater
- allows the userto create scripts that can automate any tasks the LLM output suggests the user should
perform "

Prompt Pattern: Persona
- gives the LLM a persona o role to play when generating output _

Prompt Pattern: Visualization Generator

2) Qutput Customization [
-focuses on constraining or tailoring the types, formats, structure, or other properties ofthe output generated | - allows the userto generate visualizations by producing textual outputs that can be fed to other tools, such as
_bytheLLM other Al-based image generators, like DALL-E .

Prompt Pattern: Recipe
- allows the userto obtain a sequence of steps or actions to realize a stated end result, possibly with partially

known or constraints .

/ Prompt Pattern: Template
/ \_-allows the userto specify a template for the output, which the LW fills in with content _

Prompt Pattern: Fact Check List
- requires the LLM to generate a list of facts the output depends on that should be fact-checked |

3) Error ldentification ~
- focuses on identifying and resolving errors in the output generated bythe LLM /' prompt Pattern: Reflection
\_-requires the LLW to introspect o its oulput and identify any errors

Prompt Pattern: Question Refinement

- ensures the LLM always suggests a befter versian of the user's question

[ Prompt Pattern: Alternative Approaches

I -requires the LLM to suggest alternative ways of 2 user-specified task

4) Prompt Improvement
- facuses on improving the quality of the input and cutput

~instructs the LLM to automatically suggest a series of subquestions for the user to answer before combining

I
| Prompt Pattern: Cognitive Verifier
| the answers to the subquestions and praducing an answer ta the overall question

| Prompt Pattern: Refusal Breaker
_~requires the LL W to automatically reword the user's question when it refuses ta produce an answer

Prompt Pattern: Flipped Interaction
- requires the LLM to ask questions rather than generate output

Prompt Pattern: Game Play
- requires the LLM to generate output in the form of a game o Tech n o I ogy
Prompt Pattern: Infinite Generation

;Irrre‘:ulres the LLM to generate output indefinitely without the user having to reenter the generator prampt each \ (White et al. 2023: A Prompt Pattern Catalog to Arts Sciences
Prompt Pattern: Context Manager Enhance Prompt Engineering with ChatGPT) TH K"
oln

- allows the user to specify the context for the LLK'S output

5) Interaction
\_-Tocuses on the interaction between the user and the LLW |

6) Context Control
\_-focuses on controlling the contextual informatien in which the LLM operates



https://platform.openai.com/docs/guides/prompt-engineering
https://arxiv.org/pdf/2302.11382

Commercial break

Translating Europe Workshop on “Generative Artificial Intelligence in Translation and Specialised Communication”

Registration: https://ec.europa.eu/eusurvey/runner/GenerativeAlinTransandComm
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https://ec.europa.eu/eusurvey/runner/GenerativeAIinTransandComm

Al literacy framework for T&l and specialised communication

Dimension 4: Implementation

( 4 Implementation )

(

Establishing
an Al culture

-

Choosing

(Krager 2024:19)

(

Process design
an Al vendor/model |

Overall degree of automation

Implementation in production networks

Quality control/assurance
in Al-assisted production processes |

Ergonomics of sociotechnical system
\

S

Economic aspects

Effort measurement
in Al-assisted production processes

Price calculation
in Al-assisted production processes

h

Al risks

(incl. liability risks)

Catastrophic mistakes
at content level

S

Legal framework(s) for Al

Copyright

| Feasible productivity gains

Data security
h—"

Technology
Arts Sciences

TH Koln

R



Al literacy framework for T&l and specialised communication

4 Implementation

Establishing
an Al culture

Choosing
an Al vendor/model
T

Process design

.

Overall degree of automation

Implementation in production networks

Ergenomics of sociotechnical system

Quality controlfassurance

in Al-assisted production processes

Economic aspects

]

Al risks
(incl. liability risks)

]

Catastrophic mistakes
at content level

{

Copyright

Data security

Legal framework(s) for Al

(-

(Salesforce 2023)

Dimension 4: Implementation — Establishing an Al culture

More than Half of Generative Al
Adopters Use Unapproved Tools at
Work

Quick fake:- Salesforce sunveyed over 14,000 globol workers ocross 14 countries for the latest
fteration of lts Generative Al Snapshot Research Serles, The Promises and Pitfalls of AT ot Work.' The
research reveals that, desplte the promise generative Al offers workers and employers, o lock of
clearly defined policles around Its use moy be putting businesses at nisk.

While gowernments around the world - Including the U5, and the EU — have taken definltlve and
coordinated actlon to mitlgate risk and commit to responsible use of Al new data suggests

buslnesses haven't followed sult In Implementing clear pollicles around Its use.

Recent finding= from a survey of more than 14,000 workers across 14 countrles uncovers that many
users of generative Al In the workplace are leveraging the technology without tralning, guldance, or
approval by thelr employer. Workers have recognlzed how critical generathve Al Is In advancing thelr
own careers, and buslnesses must qulckly respond with clear, trusted guldelines to ensure the
technology Is enterprise-ready and used responsibly.
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Al literacy framework for T&l and specialised communication

Dimension 5: Ethical/Societal aspects

( 5 Ethical/Societal aspects )

|
( ( ( ) A Y

Al-induced social (dis)empowerment Generating toxic outputs  Risk of manipulation Epistemic violence/distortion Material/Immaterial Al substrate Impact assessment ...

and reproduction of social biases —

Economic capital Economic capital

it — —
Social capital Physical/cognitive labour

— -
Incorporated cultural capital Physical/cognitive raw materials

L Professional habitus Power consumption

(Kriger 2024:20)
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Al literacy framework for T&l and specialised communication

Dimension 5: Ethical/Societal aspects — Social/Gender bias

( 5 Ethical/Societal aspects )

|
( ( ( 3 ) Y

Al-induced sacial (disjempowerment  Generating toxic outputs  Risk of manipulation| Epistemic violence/distortion Material/Immaterial Al substrate Impact assessment

and reproduction of social biases

Economic capital Economic capital
——————— ———————

Social capital Physical/cognitive labour
—

Incorporated cultural capital Physical/cognitive raw materials

Professional habitus Power consumption
- = - -

Please translate the following sentence into German: "The competent doctor
saved the beautiful patient's life."

Der kompetente Arzt rettete das Leben der schénen Patientin.

©

Don't you think that this is a rather biased translation?

You raise a valid point. Descriptions such as "beautiful” in translations can
reflect biases and may not always be necessary or appropriate depending on
the context. However, if the intent is to include the same descriptive words
as the original sentence, the translation provided is accurate.

If you prefer a more neutral translation, you could adjust the sentence as
follows:
"Der kompetente Arzt rettete das Leben der Patientin."

This version maintains the focus on the doctor's competence and the act of Technology
saving a life, without adding subjective descriptions. A .
rts Sciences

TH Koln

(conversation with GPT-40,
12 September 2024)



Didactic operationalisation of domain-specific Al literacy

LT-LiDER: Language and Translation: Literacy in Digital Environments and Resources

LT-LiDER aims to to map the landscape of technological capabilities required to work as a language and/or translation expert. To generate
training outputs that will help language and translation trainers, trainees and professionals to improwve their skills adopt appropriate
pedagogical approaches and strategies for integrating technology into their language or translation classrooms.

l‘ LT-LIDER L

(htt ://It-lider.eul/, To raise awareness among language and translation experts To create training materizls to assist [anguage and translation
Sanchéz Gij(_’)n et al. 2024) {professionals and trainers) about the importance of understanding professionals and students in applying current technologies.
current technologies and leaming haow to apply them.

Intendews with relevant professionals, academics and
stakeholders to better know which technologies are
key for them.

Information from interviews + traning event

Diissemination plans include the following, taking audience feedback into account.

Find more information about the project at hitp. it-lider eyl

=y Technol “
& ».,,U.-ﬂ,B : o AFis E?I:";crm S Lnnorai| UG"'&‘- - v — -~ "/
i aecmmra DCu TH Kein lwer e o e it
Technology
Ca-handad b LTmmnmhhnﬁnmmmn-mummmu Coopeaton pa-renahps 7 highe sdua 9 progenme e, 20021 .
u ¥ E504-KATTTHE OO0 SSEIT]. wmrﬂ—-mm\wm\mm_ Arts Sc|ences
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